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ABSTRACT

A time-dependent, three-dimensional, large-scale cloud model has been I

developed for the prediction of cloud cover, cloud liquid/ice water content

(LWC/IWC), precipitation, specific humidity and temperature. Partial cloudiness

is allowed to form when large-scale relative humidity is less than 100%. Both

liquid and ice phases are included in the model. The liquid phase processes

consist of evaporation, condensation, autoconversion and precipitation. The ice I
phase processes include heterogeneous nucleation to generate ice crystals,

depositional growth to simulate Bergeron-Findeison's process, sublimation to

deplete ice crystals, and gravitational settling of ice crystals. The radiative 3
transfer parameterization program is based on a broadband method and involves the

transfer of infrared and solar radiation in clear and cloudy regions. The

broadband infrared emissivity, reflectivity, and transmissivity for cirrus

clouds, as well as the broadband solar absorption, reflection, and transmission I
values for low, middle and high clouds are computed based on the cloud LWC and

IWC interactively generated by the cloud model. Large amounts of satellite data,

including cloud cover climatology derived from the U.S. Air Force three-

dimensional nephanalysis (3DNEPH) and earth radiation budget (ERB), have been

3
processed into formats appropriate for verification. The 96-hour model

simulations of cloud cover, outgoing longwave radiation (OLR), and cloud LWC have 5
been verified against data analyzed from 3DNEPH, ERB and the Nimbus-7 Scanning

Multichannel Microwave Radiometer (SMMR) satellite observations, respectively. 1
The predicted cloud IWC is compared to in situ observations as well as to results

from other studies. The predicted cloud and radiation results compare well with U
those analyzed from satellite data. Numerical experiments are carried out with

and without radiative heating and ice phase processes in the cloud formation I
I



scheme. The inclusion of radiative heating produces a significant change in

temperature, cloud cover and total cloud water content, while the inclusion of

ice phase processes generates a substantial change only in total cloud water

content. If the cloud LWC is sufficiently large to initiate effective Bergeron-

Findeison's processes, the total cloud water content decreases, indicating that

gravitational settling is an efficient mechanism in reducing the cloud IWC.



1. INTRODUCTION

Clouds regularly occupy about 50% of the sky. They are the most important U
regulators of the earth's radiation budget, i.e., the balance between incoming 3
solar radiation and outgoing longwave radiation at the top of the atmosphere

(TOA), by which the earth's climate is determined. On the one hand, clouds

reflect a large portion of incoming solar radiation, producing a cooling effect

referred to as the solar albedo effect. On the other, they trap the outgoing

longwave radiation emitted from the earth, resulting in a warming effect referred

to as the IR greenhouse effect. Since the greenhouse and albedo effects are

different in sign as well as magnitude, the existence of clouds may have a 9
profound impact upon the sensitivity of climate to external perturbations, such

as the increase of atmospheric carbon dioxide. In particular, cirrus clouds,

which regularly cover about 20% of the globe, are optically thin and nonblack.

The outcome of the greenhouse-versus-albedo effects is intrinsically modified by

the radiative effects of nonblack cirrus (Liou, 1986). 3
Recognizing the importance of clouds in weather and climate processes,

numerous modeling efforts have been carried out to understand the relative 3
significance of solar albedo and IR greenhouse effects involving clouds. In

early models, the formation of clouds was very crude and lacked physical

foundation. An arbitrary fractional amount of cloud was assigned to a given I
layer where large-scale condensation occurs. All the excessive water vapor was

condensed and immediately precipitated onto the ground. As a result, there was 3
no cloud water or cloud ice remaining in the clouds. These two elements are

I
necessary for the calculation of cloud radiative effects. In climatic

perturbation studies, Wetherald and Manabe (1988) assigned a cloud amount of 80%

to condensation and found that cloud feedback processes enhance the sensitivity I
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of the model climate to an increase in atmospheric carbon dioxide. This

conclusion is in agreement with that drawn by Hansen et al. (1983). The features

of cloud cover change obtained in these studies, as well as in that of Washington

and Meehl (1984), are qualitatively similar.

Efforts have also been focused on improving the specification of the

radiative properties of clouds and cloud parameterization schemes in GCMs to

demonstrate the importance of cloud-radiation interaction to the simulation of

atmospheric circulation. Ramanathan et al. (1983) demonstrated that refinement

in radiative properties of non-black high cirrus emissivity significantly

improves the model simulation of atmospheric temperatures as well as that of

zonal mean winds. Slingo and Slingo (1988) reached the same conclusion in their

study of cloud longwave radiative forcing. Using a GCM designed for medium range

weather prediction, Liou and Zheng (1984) illustrated the importance of cloud and

radiative processes to the maintenance of the Hadley circulation.

In order to incorporate interactive cloud and radiation processes in

models, cloud liquid water content (LWC) and ice water content (IWC) are required

for radiation calculations. The models must be able to generate LWC/IWC. This

is the so-called prognostic method, which requires the additional prognostic

equation(s) for the prediction of LWC/IWC. Sundqvist (1978) made the first

attempt to develop a physically based prognostic large-scale cloud scheme for use

in a GCM. In his approach, the cloud LWC is a prognostic variable determined by

various source and sink terms which are parameterized in terms of associated bulk

quantities. Also partial cloudiness is allowed to exist when the large-scale

relative humidity is less than 100%. Sundqvist (1981) incorporated the proposed

cloud scheme into the European Center for Medium Range Weather Forecasts (ECMWF)

GCM and carried out a 5-day integration. The forecast and cloud amounts were
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compared with satellite photographs, which showed that the cloud patterns are

reasonably well-simulated; the predicted cloud LWC is within the observational 3
range. However, these studies did not include radiative effects and ice phase

processes. The importance of including a more realistic and physically based I
parameterization for cloud parameters in GCMs has recently been articulated by 5
Sundqvist (1988).

Mitchell et al. (1989) conducted a study of cloud feedback in the UK

Meteorological Office GCM. A cloud liquid water budget equation was included in

the model. However, ice clouds were not generated from the budget equation.

Water cloud radiative properties are interactive in the model based on the 5
schemes developed by Liou and Wittman (1979) for solar radiation and Stephens

(1978) for IR radiation. Roeckner (1988) also included a water budget equation

in the University of Hamburg GCM to undertake a study of the feedback processes

involving clouds due to external radiative forcing. Smith (1990) incorporated 5
a prognostic cloud water budget equation in a GCM and compared the simulated g
cloud and radiation fields with satellite observations.

Interactive cloud formation in a model setting would require a detailed 5
consideration of the sources and sinks of water and ice particles. The inclusion

of separate empirical equations for cloud LWC (e.g., Xu and Krueger, 1991), IWC I
(e.g., Heymsfield and Donner, 1990) and precipitation in the GCM diagnostic I
approach would appear to be extremely difficult and inconsistent with respect to

the model physics. In order to understand the role of radiative heating and ice

phase processes in the formation of large-scale clouds, we have developed a

global stratiform cloud model that includes prognostic cloud LWC, IWC and U
precipitation equations as well as an interactive radiative transfer program. 3
The wind fields required for the simulation are determined from a GCM. In I

I
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Section 2, we describe a large-scale cloud model and an interactive radiation

program. Section 3 contains bulk parameterizations of various sources and sinks

for the cloud microphysical processes simulated in the model. Section 4 presents

comparisons of model predictions and verification data, including a description

of model input and verification data. Results on the numerical experiments on

atmospheric radiation and ice phase processes are shown in Section 5. Finally,

conclusions are given in Section 6.

2. MODEL DESCRIPTION

a. Governing Equations

We have developed a time-dependent, three-dimensional cloud-moisture model

for the prediction of water vapor, cloud LWC, cloud IWC, precipitation and

temperature. The first four variables are governed by the law of mass

conservation. The latent heat exchanges during the phase transitions of water

substances are determined by the first law of thermodynamics through the

temperature field. The governing equations may be written as follows:

a- _ 1 a- a + a+
TE p)+ a c os;5 i(pTu) + 5(pTvcos4O)] + -a..(pTw) +preW

-- - LC- Lf- L

P (Q + Q) - - Er + SBF S +F + F, (2.1)

a 1 [a apu B~~~ a -

7F(p q,) +acos- T (p qu) + "W ( p q v cs- 6 ] + Z ( p q w )

cp - - +q, q,

SPQc PP SBF + F + FV (2.3)
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_-__cos[a (Pqiu) + .. (pqivcos )] + $[pqi(w- VT)]3

- - qj +SB F qj= ,- SS (2.4) i
"(P) "~r (2.5) 3

In these equations, an overbar denotes the average of a variable over a grid

space. The variables u, v, and w are wind fields and are obtained from a GCM;

I and* are the longitude and latitude, respectively; p is the air density, T the g
temperature, Cp the specific heat at constant pressure, I'd the adiabatic lapse

rate, P the precipitation flux, qv' q ,q the mixing ratios for water vapor, 9
cloud water, and cloud ice, respectively, and Lc, Ld and Lf the latent heat of

condensation, sublimation, and melting, respectively. Also in these equations,

Q¢, Qi and QR represent the condensational heating rates for cloud water, cloud

ice, and the radiative heating rate, respectively, P is the rate of

autoconversion from cloud droplets to raindrops, Er is the evaporation of rain

water, S9 F and S are the rates of change of the mass of ice particles due to

Bergeron-Findeison's process and sublimation, respectively, and wL and VT are the *
bulk terminal velocities for cloud water and ice particles, respectively. In 3
addition the vertical eddy flux and horizontal diffusion terms have been denoted

by F and FH, respectively, where X can be T, qv, qL or q".

The cloud cover, 1, is derived based on an average of the specific

humidities over clear and cloudy regions in the form I
q = jqc + (1 - i)q 0 , (2.6) g

where qc and q0 are, respectively, the specific humidity in the cloudy and clear

regions. After rearranging terms, the cloud cover is given by 3
!
I
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= qv/qs - qo/q.

q./q, - qo/q, (2.7)

Here, we have introduced the grid-averaged saturation specific humidity, qs(T),

which is a function of the grid-averaged temperature, T. For a stratiform cloud,

the temperature within the cloud is approximately equal to the grid-averaged

temperature, i.e. , qc M qs(T). Thus,

(h - ho)
" (T-h 0) ' (2.8)

where h - q,/q $ is the averaged relative humidity and h0 - q0/qs is referred to

as the threshold relative humidity, which is a parameter to be prescribed to

close the model equations.

The cloud cover expression in Eq. (2.8) denotes a linear relation between

the relative humidity and cloud cover. A similar empirical relation based on

observations has been developed by Smagorinsky (1960) for use in GCMs (Fig. 1).

For the present large-scale studies we have used the threshold relative humidity

presented in Fig. I for the calculation of high, middle and low cloud covers.

With the introduction of the threshold relative humidity (h0 < I), partial

cloudiness in the grid box is allowed when the large-scale relative humidity is

less than 100%. The cloudy area and clear region in a grid box are denoted by

T1 and (I - q), respectively. Condensation occurs in the cloudy area; evaporation

takes place in the clear region. Raindrops formed in a given layer are not

subject to evaporation within that layer. Instead, raindrops that fall through

this layer from higher clouds may evaporate in the clear region of the layer.

Since the averaged terminal velocity of cloud droplets is on the order of

I cm/s, which is close to the large scale vertical velocity, we would expect that

the terminal velocity of cloud droplets and vertical air motion roughly cancel
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each other in stratiform clouds. Therefore, vertical advection of cloud LWC in

Eq. (2.3) is omitted in the model calculations. The vertical eddy fluxes are 9
calculated from a K-theory approach (Liou and Ou, 1983) and the diffusion terms

in spherical coordinates are parameterized based on the methodology described by

Washington and Williamson (1977).

b. Cloud Microphysical Processes

The cloud microphysical processes simulated in the present cloud model are

illustrated in Fig. 2. Both the liquid and ice phase processes are included, g
with the liquid phase on the left-hand side and ice phase on the right-hand side

of the diagram. The liquid phase processes consist of condensation of water 5
vapor into cloud liquid water at temperatures warmer than -40°C, conversion of

cloud liquid water into rain water by means of autoconversion, and precipitation j
of rain water onto the ground. Evaporation of cloud and rain water increases the

specific humidity.

The ice phase processes include homogeneous nucleation of water condensate

to cloud ice at temperatures colder than -40°C, and conversion of cloud ice to

precipitation ice by virtue of gravitational setuling, in which the downward ice

flux is calculated by integrating the mass and fall velocity of an individual ice

crystal over the whole spectrum of ice crystals. The sublimation of cloud ice

increases the specific humidity. At temperatures above the freezing point, the

melting process converts cloud ice to cloud water.

An important link between the liquid and ice phases is the so-called

Bergeron-Findeison process. The saturation vapor pressure over ice is less than

that over water. As a result, ice crystals grow by diffuion at the expense of

the supercooled liquid cloud droplets. Once generated by ice nucleation, ice

crystals grow by deposition due to Bergeron-Findeison's process and are depleted
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by sublimation as well as the gravitational settling. Above the freezing point,

clouds consist entirely of cloud water. In the region 0* to -40°C, cloud water

and cloud ice may coexist. At temperatures below -40°C, cloud ice dominates

because of homogeneous nucleation.

The formation of rimed crystals, such as graupel and hail, is not

considered in this model since they occur more frequently in convective clouds

than in large-scale stratiform clouds.

C. Numerical Implementation

In the horizontal, the grid point space is characterized by 48 equally-

spaced longitudinal points and 38 Gaussian latitudes, which is the same as the

horizontal grid structure used in the Air Force Geophysics Laboratory (AFGL) GCM

(Yang et al., 1989). We have used this model to provide the present cloud model

with initial data and a wind field. The horizontal grid space in the model has

been modified near the poles to maintain nearly constant geographical distances

oetween the grid points. In the verticAl, a 16-layer stretched z-coordinate is

used in the cloud model.

The upstream scheme is utilized as a means of numerically differencing the

horizontal and vertical advection terms. The scheme is conditionally stable and

its stability criterion follows the Courant-Friedrichs-Levy (CFL) condition,

i.e., CMXAt/AS < 1, where CMX is the maximum velocity in the computational

domain, At is the time step and AS is the grid size. This criterion is easily

satisfied in large scale models. For example, in the vertical where wx - 100

cm/s, At - 103, and AS - 105 cm, the criterion is much less than 1. The time

step ,ised in this study is 30 minutes. The radiation calculations are updated

every 3 hours, i.e., the radiative heating rates are calculated every 3 hours at

every horizontal grid point.
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d. Radiative Transfer Parameterization

The radiative transfer parameterization program used in this study is based 9
on a broadband method and involves the transfer of thermal IR and solar radiation

in clear and cloudy regions. In a clear atmosphere, the entire IR spectrum is

divided into five bands: three for H20, one for C02, and one for 03 absorption.

The parameterizations of these broadband IR emissivities were developed by Liou

and Ou (1981) and Ou and Liou (1983). The solar spectrum consists of 25 bands: I
six for H20, one for C02, which overlaps the H20 2.7-=m band, and 18 for 03.

I
In a cloudy atmosphere, low and middle clouds are treated as blackbodies

in the IR radiative transfer calculation. The broadband IR emissivity, 5
reflectivity, and transmissivity for high clouds, as well as the broadband solar

absorption, reflection, and transmission values for low, middle, and high clouds,

were computed based on the cloud LWC and IWC interactively generated by the cloud

model. The cloud radiative properties were calculated based on the I
parameterizations developed by Liou and Wittman (1979). Accuracy of all the £
aforementioned parameterization was verified via more comprehensive and exact

radiative transfer calculations described by Ou and Liou (1988). 3
The radiative heating rate at level z is related to the divergence of the

net fluxes and is given by 5
aT (2.9) 1

where Az is the model layer thickness and AF is the net radiative flux difference 5
between the layer top and bottom. This equation applies to both IR and solar

heating rate calculations with downward solar flux and upward IR flux defined as

positive. For the transfer of solar radiation in a cloud layer, the net flux

density decreases from the cloud top to the bottom because of cloud absorption

I
I
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and scattering. The absorbed radiant energy leads to the heating of the cloud

layer. For black clouds (low or middle clouds), the IR radiative flux is

proportional to the fourth power of the absolute temperature of the cloud. Since

the atmospheric temperature usually decreases with height, the downward IR flux

emitted by the atmosphere above a black cloud top is much smaller than that

emitted upward by the black cloud. As a result, the net flux near the cloud top

is greater than zero and leads to strong IR cooling in the region. Similarly,

there is IR heating near the cloud bottom.

Specification of the overlap that occurs between cloud layers is required

for the calculation of radiative transfer in a radiation model. In this study,

the model-generated clouds are strapped into three cloud decks. Low, middle, and

high clouds fill, respectively, layers (4,5,6), layers (7,8), and layers (9,10).

The cloud cover for each deck of clouds is obtained by averaging model cloud

covers as follows:

n = (14 + n 5 6) / (2.10a)

nm = (N7 + n8) / 2 , (2.10b)

nh = ('9 + q1O) / 2 , (2.10c)

where qt, qa and nh denote deck cloud covers for low, middle, and high clouds,

respectively.

To determine the total cloud amount, we have assumed that clouds overlap

each other in a statistically random manner. Thus the total cloud cover is given

by '1 = 1 - (1 - 't)(I - nm)(l - nh) , (2.11)

where 9 is the total cloud cover over a grid area. For partly cloudy conditions,

the radiative heating/cooling rate at each model layer is obtained by linearly

weighting the percentages of the total cloud cover, q, and clear portion, (1 -

1), in the form



aT)PC aT)c + ( , (2.12)

where the superscripts pc, c, and nc represent partly cloudy, cloudy, and clear i

conditions, respectively.

3. BULK PARAMETERIZATION OF CLOUD MICROPHYSICS

Since it is not practical in a large-scale cloud model to simulate detailed 5
microphysical processes with respect to each individual cloud particle, we must

relate these processes in terms of bulk quantities, which represent the various

sources and sinks for cloud water substances.

a. Liquid Phase

(i) Condensation

Condensation occurs as a result of expanding air under saturation

conditions and may be related to the time rate of change of the saturation vapor

pressure. Consequently, the condensational heating rate may be derived from the

first law of thermodynamics, the Clausius-Clapeyron equation and the hydrostatic i

approximation as follows:

Qc - rd..C.... 2 +yL2t I w2) (3.1)

where rd is the dry adiabatic lapse rate, Ra is the gas constant for air, RV is

the gas constant for water vapor, L is the latent heat for liquid and vapor

phases, and q. is the saturation vapor pressure. The condensation is strongly 3
dependent on the vertical velocity, w. As saturated air rises, i.e., w > 0,

condensation takes place and cloud forms, while depletion of clouds occurs with 1
descending saturated air. 3
(ii) Autoconversion a

I
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Autoconversion is a process through which small cloud droplets merge into

large raindrops. The parameterization of autoconversion follows the simple

exponential form developed by Sundqvist (1978):

P = c 0qj(l - exp[-(ql/(iqlr)) 2 ]) , (3.2)

where co denotes the typical time for the conversion of droplets to raindrops,

and qlr is a reference value of cloud LWC above which the conversion from cloud

droplets to raindrops increases rapidly.

(iii) Evaporation of raindrops

The evaporation of raindrops may be derived from the combination of the

Fick law of mass diffusion and the Marshall-Palmer raindrop size distribution.

The size distribution is assumed to remain the same throughout the whole process

of evaporation. The raindrop evaporation rate is given by

Er = Ke(l - h)P0.42  (3.3)

where the evaporation rate constant Ke is 1.785 x I0-2q$.

b. Ice Phase

The ice phase parameterizations include homogeneous/heterogeneous

nucleation to generate ice crystals, depositional growth to simulate the

Bergeron-Findeison process, sublimation and melting of ice crystals, and

gravitational settling to deplete the ice crystals. The Bergeron-Findeison

process occurs primarily at temperatures between 0* and -40"C, while below -40°C

homogeneous nucleation dominates. The parameterizations of these source and sink

terms are described below.

(i) Homogeneous nucleation

Homogeneous nucleation takes place whenever condensation occurs at

temperatures below -40°C. Homogeneous nucleation is analogous to the liquid

water condensation process, and may be written in the form
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CpRT 2 L+ q (3.4)

where Ld is the latent heat for ice and vapor phases.5

(ii) Heterogeneous nucleation

Heterogeneous nucleation leads to the formation of ice crystals on active

ice nuclei primarily at temperatures between 0* and -40°C. Based on the

experimental work of Mason (1971) and Koenig and Murray (1976), it is assumed

that the active ice-forming nuclei (IN) concentration may be expressed in terms

of temperature as follows:

N =Alexp{ In(10)max[(T -T 0 ), T*]}N Iep - A2 (3.5)

where A, - 1, A2 - 4, T* - 0°C, and To is a threshold temperature, which is taken

to be -20"C. Here, it is assumed that when the saturated air temperature is f
lower than To, the total number of IN remains the same as that at To.

The heterogeneous nucleation rate of ice crystals, Sh, is given by

S- dN
Sh - ' (3.6)

where m0 is the mass of a newly nucleated ice crystal, prescribed as 10 - 11 grams,

which is equivalent to an ice sphere with a diameter of 2.77 pm (Koenig and

Murray, 1976), and

Nt+-Nt if T -20"C
dN _ _T EI

0 if T< -20°C .(3.7)

Here, Nt.,t and Nt are the IN concentrations at consecutive time steps of t + At

and t, respectively.

(iii) Bergeron-Findeison process

..... .....
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The Bergeron-Findeison process transforms cloud water into cloud ice at

temperatures between 0 ° and -40°C. To simplify the complicated vapor diffusion

equation, Koenig (1971) developed a simple equation to describe the crystal vapor

diffusion growth rate as a function of mass. The equation is written as follows:

dm 84

- a3m , (3.8)

where a3 and a4 are temperature-dependent parameters given in Koenig (1971), and

m is the crystal mass in grams.

The bulk quantity of the ice crystal depositional rate, denoted as SBF, may

be derived from Eq. (3.8) by multiplying both sides by N, as follows:

S d ---- Ok -- 8

SF = d a ( p q i) = fIN1 4a3 (pqi) (39)

where f- - qt/(q + q) is the cloud liquid fraction serving as an adjustment

factor, which allows for higher ice crystal growth rates with more cloud water.

The growth is terminated if there is no cloud water to supply water vapor.

(iv) Sublimation and melting of ice crystals

Similar to the derivation for the evaporation of raindrops, we have

developed the following equation for the rate of sublimation:

S = 0.1037 (p q) (1 - h) (pqi) 0 .65  (3.10)

At temperatures above 0°C, cloud ice crystals are assumed to melt

instantaneously.

(v) Gravitational settling

Gravitational settling is an important sink for cloud IWC. Therefore, it

is desirable to have a representative (mean-volume-weighted) downward flux of ice

water. Following Starr and Cox (1985), the downward ice flux may be expressed

as
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VT(pqi) = riL'-nmv dL (.).~in (3.1Ii)

where n, m, and v are the ice crystal size distribution, mass and terminal *
velocity of an ice crystal, respectively, and L is the maximum dimension of an

ice crystal. Lmin and Lix are the minimum and maximum sizes of ice crystals. 1

The cloud IWC may be further related to n and m as 1

-- = fL"' n mdL.min (3.12)

In order to calculate the downward ice flux, the size distribution, mass, and

terminal velocity for the precipitating ice crystals need to be specifically 1

expressed in terms of the maximum dimension of ice crystals.

The size distributions of ice crystals in mid-latitude cirrus clouds have

been measured from aircraft using an optical probe (Heymsfield, 1977). Using 1

these data, Heymsfield and Platt (1984) have averaged all spectra of crystals

within every 5°C temperature interval ranging from -20°C to -60°C. The ice

crystal size distributions in terms of the maximum dimension of ice crystals may

then be parameterized for different temperature ranges in the form 3
n = anLb, (3.13) 1

where an and b n are temperature dependent empirical coefficients. 1

The minimum length that the optical probe can measure is about 20 Pm.

Small ice crystals less than 20 pm in size could be missed by the measurement 3
technique. Consequently, small ice crystal data were excluded from the analysis

by He.msfield and Platt (1984). For this reason, 20 pm is taken as the minimum

length of ice crystals, Lmin, which is needed in the calculations of Eqs. (3.11)

and (3.12).

I
a
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(vi) Crystal mass and terminal velocity

The individual ice crystal mass, m, may be parameterized in terms of the

maximum dimension of an ice crystal, L, as follows:

m = al, (3.14)

where m and L are in units of grams and pm, respectively. The constants am and

b. associated with various ice crystal habits are given in Heymsfield (1972).

The terminal velocity v in m/s of an ice crystal of maximum dimension, L,

in pm is given by

bv
v = aL (3.15)

where the constants a. and b. are dependent on the ice crystal habit and size as

given in Starr and Cox (1985). These coefficients were derived at an ambient

pressure of 400 mb. For an ice crystal at a given pressure p, Beard and

Pruppacher (1969) have suggested that its terminal velocity may be expressed by

v(p) = v(p,)(p./p)1
/3 , (3.16)

where p, denotes a reference pressure level, and v(p.) is the terminal velocity

of a crystal at the reference level. To obtain the terminal velocity at any

given pressure, we simply apply the pressure adjustment to the expression in Eq.

(3.15).

(vii) Dovnward ice flux

The ice crystal size distribution, ice crystal mass, and terminal velocity

are all parameterized in terms of the maximum dimension. Thus, the downward ice

flux may be obtained by analytically integrating Eq. (3.11), provided that the

size of the largest crystal, L is known. Since the lower limit, Lmin, is set

to be 20 pm, as stated previously, the upper limit (L...) may be determined from

Eq. (3.12) as follows: We first obtain pqi for the nth time step. Subsequently,
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Eqs. (3.13) and (3.14) are substituted into Eq. (3.12) to calculate L.* Having

determined L.., the downward ice flux can then be computed from Eq. (3.11) in J
the form

VT(pq1 )av [L( M v j) -L( m+b v + ] (3.17) 1
(q bn + b, + 1 mx m,

The downward flux is a function of I., which in turn is a function of cloud 3
IWC. I

4. MODEL PERFORMANCE AND VERIFICATION 3
a. Model Input and Verification Datasets

The atmospheric data generated from the AFGL spectral global model (Yang

et al., 1989) analyzed at 12Z July 1-4, 1979, were used as inputs to the cloud a
model. This period has been chosen because of the availability of cloud and

radiation budget data that have been analyzed on a daily basis. The input data

contain temperature, specific humidity, and wind fields (u, v, w) at all 12 a-

layers in the atmosphere, plus the surface pressure and geopotential height.

These analyses were carried out using a rhomboidal 15 (R15) truncation which

corresponds to a horizontal resolution of 38 and 48 grid points in latitude and

longitude, respectively. In the vertical, since the GCM-generated input data are

available only at the a-coordinate, it is necessary to perform vertical

interpolations to obtain these data in the z-coordinate.

The 3DNEPH cloud data sets have been determined from various satellite,

aircraft and ground-based observational sources. Based on 3DNEPH analysis, the

global cloud climatologies for January and July 1979 have been processed into

appropriate formats for model verification (Koenig et al., 1987). The global

distribution of cloud amounts on July 1-4, 1979 is derived from the above cloud 3
climatologies and used as the verification dataset for the cloud cover simulated

I
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in the model.

It is important to recognize the limitation of 3DNEPH cloud analysis. A

threshold method is employed to process satellite images to determine cloud cover

by a threshold temperature. If an observed brightness temperature of a pixel is

colder than the threshold temperature, then a cloudy condition is assigned to the

pixel. Consequently, the cloud amount tends to be overestimated when the

associated surface temperature is low, and underestimated when a temperature

inversion is located in the region. This is evident from the fact that 3DNEPH

over- and underestimates cloud amounts in the wintertime and summertime polar

regions, respectively (Henderson-Sellers, 1986). However, several

intercomparisons of the cloud cover between 3DNEPH and the other cloud retrieval

techniques have been made (Koenig et al., 1987; Hughes, 1984). The 3DNEPH total

cloud cover appears to be reliable, except in the polar regions where all

satellite retrieval methodologies tend to fail. Additionally, the surface

observational cloud climatology compiled by London (1957) is used as a

complementary verification dataset for the polar regions.

The archived ERB flux data tapes for July, 1979, provided by the NASA ERB

team (Kyle et al., 1990), are used to validate OLR produced by the model. Since

ERB fields are strongly modulated by the radiative effects of clouds, including

cloud cover and cloud LWC/IWC, they have been widely used in large-scale cloud

model verifications (Slingo, 1987; Smith, 1990). Monthly mean distributions of

liquid water have been derived from the Nimbus 7 SMMR observations over the

oceans for the period November 1978 to November 1979 (Prabhakara and Short,

1984). The liquid water estimate for July 1979 is applicable to the monthly

average over an area approximately 3° by 5*. The liquid water derived from

satellite microwave channels includes vertically integrated amounts of liquid
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droplets in both clouds and rain. The liquid water verification data are

confined to the oceans equatorward of 60° latitude. Over land and ice surfaces, I
due to the limitation of microwave techniques, there is no climatological liquid

water data of global extent for comparisons.

Since there is no ground truth with which to compare, the accuracy of 3
liquid water observations from SMMR is roughly estimated as 100 g/m2 , based on

theoretical considerations (Prabhakara et al., 1983). However, by taking monthly 3
averages, this accuracy may be improved to 50 g/m2 (Prabhakara and Short, 1984).

b. Design of the Verification and Initial Data I
In the development of any parameterization scheme, the prediction results

must be carefully verified to assess its performance. The large scale cloud

model was integrated for 96 hours with a time step of 30 minutes from the initial 3
conditions taken at 12Z on July 1, 1979. The wind fields are prescribed from a

GCM. It is noted that cloud-radiation feedback to the dynamic structure is not I
accounted for in this study. 3

With input of the initial data and wind fields, the cloud model is capable

of forecasting large-scale cloud cover and cloud LWC/IWC, which are interactively 5
used in the radiation model. The radiation model computed OLR for comparison

with the ERB satellite data. In this study, the interactive radiation

computations are undertaken every 3 hours, while the calculated heating/cooling i

rates are input in the cloud model at every time step during those 3 hours.

The simulated cloud cover, OLR, cloud LWC and cloud IWC are verified 3
against 3DNEPH cloud cover, ERB data, SMKR results, and in situ observations and

other model studies, respectively. However, there are several problems which I
make the use of satellite observations in model verification not entirely 3
straightforward. For instance, verification datasets such as 3DNEPH and ERB are

I
I
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based on the daily average over local time, while the output of the model

simulation is the instantaneous global distribution. Allowing intercomparisons

to be made between the satellite observations and model simulations, we have to

average the model predicted fields over local time in order to obtain daily

averaged model results.

The analysis data on 12Z, July 1, 1979 for temperature and specific

humidity are used as initial values to perform a 96-hour model simulation. Data

for the cloud LWC/IWC are not available for initial values on a global basis.

At this point we do not have any physical means to provide the initial cloud

LWC/IWC values. For this reason, we have set these values as zero, initially.

Unless specified, all of tne results including satellite observations and model

simulation are averaged over July 3-4, 1979. That is, most of the results shown

in this and latter sections are presented as a 2-day average of July 3 and 4.

Due to the limitation of the initial cloud LWC/IWC fields, the results for July

1 and 2 have not been included in the analysis and verification.

c. Model Results and Verification

In Fig. 3a, the model-predicted zonal mean total cloudiness, averaged over

July 3-4, is compared with the corresponding 3DNEPH cloud data. Differences

between the two curves are generally within 10% of the total cloud cover except

in the tropics, Arctic, and Antarctic areas,

As mentioned in Subsection 4a, 3DNEPH under- and overestimates cloud covers

in Arctic and Antarctic regions, respectively, during the Northern Hemisphere

summer. Henderson-Sellers (1986) compared 3DNEPH monthly mean data with London's

(1957) cloud climatology which is based on surface cloud observations. Since

London's cloud climatology was compiled only for the Northern Hemisphere, the

comparison is confined to the Northern Hemisphere. London's cloud climatology
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shows about 70% of total cloudiness in the summertime Arctic region and 40% in

the wintertime. The 70% of total cloudiness in the Arctic is close to our model 3
prediction in the area. This explains the differences between the predicted and

3DNEPH cloud cover in the Arctic and Antarctic regions. I
The observed large cloudiness in the tropics is largely caused by tropical

anvils, which originate from convective clouds. Since the present large-scale

cloud model has been developed primarily for stratiform clouds, the simulated 3
cloud cover in the tropics iz underestimated, as is evident in Fig. 3a. Another

shortcoming in the simulated cloud cover is the overestimation of cloud cover 5
near 60° S, where the absorbed solar radiation becomes smaller. As a result,

strong radiative cooling is produced at the top of middle clouds, leading to a

large increase of total cloudiness in the region. It appears that an improvement 5
could be made if a dynamic instability feedback were allowed in the simulation.

The simulated small cloud cover loc.d-- at the subtropic highs in both

hemispheres is realistic. LT-ge cloudiness in the tropics is also predicted,

although the 3DNEPH cloud data suggests that the predicted cloud cover is

underestimated. 5
Figure 3b reveals good agreement in OLR between the model simulation and

ERB observation, with differences generally less than 10 W/m2, except in the 3
tropics. The OLR in the tropics predicted from the model is 30 W/m2 highe than I
that analyzed from the ERB data. This overestimation of OLR may be explained by

the following two factors. First, the altitude of high clouds defined in the 3
model is usually lower than the actual height of tropical anvils. Second, the

simulated zloud cover in the tropics is underestimated. Both curves in Fig. 3b

indicate two maxima located in the subtropics in both hemispheres with a minimum

in the tropics. These two well-defined OLR maxima are associated with the i
subtropical highs, where small cloudiness coupled with high temperature produces 5

I
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large OLR. The minimum OLR in the tropics is relaLed to the ITCZ region, where

thick high clouds are abundant.

Data on cloud LWP are very limited. There ara no observational LWP data

on a daily basis with which to compare, nor are the zenal averaged values of LWP

available for July of 1979. Since the time domain in this study is the very

beginning of July, we have compared the predicted zonal mean LWP with the monthly

averaged zonal mean data analyzed from SMMR for June, 1979. Figure 3c shows the

zonal mean LWP from model simulations and from IR measurements taken from

Prabhakara and Short (1984). The zonally averaged LWPs over the oceans are shown

in the figure. The zonal mean simulated cloud LWPs compare quite well with SMMR

observations. Differences between the two are within 50 g/m2 which is the

uncertainty of SMMR data suggested by Prabhakara and Short.

The maximum LWP that occurs in the tropics is related to the ITCZ. The two

well-defined local LWP maxima at mid-latitudes in both hemispheres are associated

with storm tracks. The minimum LWP is found il regions of subtropical highs with

prevailing downward motions. The SMMR data show maximum values of about 140, 47,

and 40 g/m2 in the tropics and mid-latitudes, respectively. The corresponding

values obtained from simulation are 130, 53, and 65 g/m2 , respectively. The

ratio of maximum observed LWP in the tropics to that in the middle latitude is

abotut 3 to 1. This ratio is about 2 to 1 based on the model simulation. This

difference indicates that the model underestimates the cloud LWP in the tropics,

where a significant amount of LWP observed by the SMMR is associated with

convective clouds, which are not simulated in the present model.

The predicted cloud cover, OLR and LWP in the following figures are

presented in terms of the horizontal cross-sections to demonstrate the

geographical distribution of cloud fields. Cloud cover and OLR are illustrated
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by the gray shades in which the intensity in the picture is proportional to a

certain range of data values. i

Figures 4a and 4b show the geographical distribution of cloud cover

determined from observation and simulation, respectively. The corresponding 
gray

shade values are depicted in the lower right-hand corner. The brighter the cloud i

picture, the larger the cloud cover is.

The major distinctive features of the geographical distribution of cloud 
3

cover depicted in the observation and simulation include the following. First,

a pronounced bright band of cloudiness extends along the ITCZ from 
150 ° W to 900

E. This cloud band splits into two bands. The north branch spreads into 3
southern Asia and the northwestern Pacific, the south branch expands 

southeast

to the southwestern Pacific. The north band is associated with the seasonal I
monsoon, while the south band is related to the Southern Pacific Convergence 

Zone

(SPCZ). Although the ITCZ cloud band is less pronounced in the simulation, the I
model reasonably predicts the bright cloud bands extending from the central I

Pacific to the central Atlantic, and into central Africa.

Second, areas of small cloudiness, i.e., a dark cloud picture, associated 3
with subtropical highs occur both north and south of the ITCZ. For example, the

small cloud covers over southern Africa, Europe and Middle-East Asia, and North 
I

and South America are clearly identified in both the observation and the 3
simulation. The oceanic subtropical highs in the Atlantic and Pacific Oceans are

also evident from the presence of small cloudiness over the regions. 3
Third, the large bright cloud bands in the mid-latitudes of both

hemispheres are associated with the mid-latitude storm tracks. In both the

simulation and the observation, bright cloud bands are found over the east cost 3
of South America, the southern and northern Pacific, and the Greenland Sea. The I

I



24

cloudiness over the east cost of North America is larger in the simulation than

in the observation.

Finally, the under- and overestimation of cloud cover is shown in the

3DNEPH data in the Arctic and Antarctic regions, respectively, for the Northern

Hemisphere summer. Comparing Figs. 4a and 4b, it is evident that the cloud

picture over the Antarctic area is brighter in the observation than in the

simulation, and vice versa for the Arctic region.

Figures 5a and 5b show the OLR obtained from observation and simulation,

respectively. The intensity of the gray shades, given in the lower right-hand

corner of each figure, is defined such that the brighter the picture, the smaller

the radiative flux is. There are two distinct features on these maps. First,

the well defined ITCZ and monsoon circulation are characterized by bright

regions, i.e., relatively small values of OLR. They are located over the

equatorial western and eastern Pacific, the Atlantic and central Africa, as well

as the monsoon area over India and Asia. As mentioned previously, the cloudiness

in these regions is underestimated in the simulation. As would be expected, the

flux values in these regions are overestimated by the model. Second, the almost

continuous dark belts are associated with the subtropical highs located to the

south and north of the ITCZ. In these regions, large OLR values are due to the

small cloudiness in the areas. Small flux values are also evident in the mid-

latitude storm tracks in the Northern Hemisphere. However, the simulated values

of OLR in the Greenland Sea, near 70* N and 0* E, appear to be too small in

comparison with observation.

Figures 6a and 6b illustrate the geographical distribution of LWP derived

from observation and simulation, rtspectively. The observed data taken from

Prabhakara and Short (1984) are displayed in terms of the monthly averaged map
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for July, 1979. In Figs. 6a and 6b, a large amount of liquid water in the ITCZ

is evident. However, in the subtropical highs of both hemispheres, liquid water 5
is small. In the southern Pacific, the model simulates large LWPs, which are

also evident in the observed values. In both the simulation and the observation, I
abundant liquid water is found over the Indian Ocean, and southeast and northeast 3
Asia. In addition, the well-defined observed local LWP maxima near the east

coasts of North, Central, and South America are well simulated by the model. 5
Local LWP minima observed west of Africa, and South and North America are also

shown in the simulation.

The large amount of liquid water associated with the mid-latitude storm 3
tracks near 50" S(N) - 60° S(N) is not shown in the SMMR observation because the

sea surfaces are largely covered by ice. In addition, the model simulates large 5
amounts of liquid water over land in Central America, central Africa, India and

southeast China. These results are not reported by the SMMR observation because I
of the inability of the microwave technique to function over land. From the 5
above comparisons, it appears that the geographic distribution of LWP is well

simulated in the present model. I
Since observed cloud IWC has not been available on the global scale, we

qualitatively compare the model-predicted cloud IWC with values derived from I
aircraft measured data in cirrus, as well as with other model results. Based on 5
aircraft measured data in mid-latitude cirrus over the United States, Heymsfield

and Platt (1984) have derived the ice crystal size distribution and IWC as 3
functions of temperature. Averaged cloud IWC varies from 0.001 g/m3 at

temperatures below -40°C to about 0.02 g/m3 above this temperature. Similar

cloud IWC values have also been simulated from a cirrus cloud model by Starr and 3
Cox k1985). The simulated cloud IWC, averaged over July 3-4, 1979, is shown in

I
I
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Fig. 7. The magnitude of the predicted cloud IWC is on the order of 0.01 g/m3,

which is consistent with the aforementioned model simulation and aircraft

observed values in mid-latitude cirrus clouds.

The maxima cloud IWC are located along a temperature of about -15°C, at

which the maximum rate of Bergeron-Findeison's process occurs. The simulated

cloud IWC decreases from about 0.01 g/m3 near -150C to 0.001 g/m3 at temperatures

below -40°C. The variations of cloud IWC with respect to the temperature

obtained from the model are similar to those suggested by Heymsfield and Platt

(1984). It is noted that the simulated cloud ice vanishes at temperatures warmer

than the melting point, because the melting process converts ice crystals into

water droplets. The simulated cloud IWC appears to depend more on temperature

than on vertical velocity, which is most significant in the condensation process.

The latitudinal distribution of cloud IWC appears to be realistic. In the

wintertime Antarctic area, all clouds contain ice, while in the summertime Arctic

region, only middle and high clouds are ice clouds. In the tropics, high clouds

are largely composed of ice crystals.

5. THE ROLE OF RADIATIVE HEATING AND ICE PHASE PROCESSES IN CLOUD FORMATION

In order to examine the effects of radiative heating fields and ice phase

microphysics on the large-scale cloud simulations, a set of numerical experiments

has been carried out with and without the inclusion of radiative heating and ice

phase processes. Below is a brief description of the experimental runs:

" CTRL: Control run which includes both radiation and ice-phase

processes.

• EAIPl: As in CTRL, but without radiative heating.

" EXP2: As in CTRL, but without the ice-phase processes.

All of the control and experimental runs have the same initial conditions and
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wind fields. The results are averaged over the same period, allowing

intercomparisons to be made between the control and experimental runs.

a. Control Run

The control run is identical to the experiment described in Section 4b. I
In that section, the computational results were illustrated in terms of the 3
horizontal cross section. In this section, these results are shown in terms of

the meridional cross section so that the vertical structure of cloud fields can 3
be easily identified.

Figures 8a and 8b show the zonally averaged cloud cover and cloud LWC a
predicted from the model CTRL. Cloud IWC predicted from CTRL has been shown in 3
Fig. 7. Three cloud cover maxima are seen in the tropics and in the mid-high

latitudes of both hemispheres. These maxima are due to large upward motions in 5
these regions. Minima cloud covers occur in the regions of subtropical highs,

which are directly related to downward motions. Because of the strong sinking I
motion of the Southern Hemisphere Hadley cell, cloud cover in the subtropical 5
high of the Southern Hemisphere is smaller than that in the Northern Hemisphere

counterpart. 3
The pattern of simulated cloud LWC in Fig. 8b is consistent with that

illustrated in Fig. 8a. The three cloud LWC maxima, located in the tropics and I
mid-latitude storm tracks, correspond to large cloudiness in these regions. The g
cloud LWC minima associated with the subtropical highs are due to the prevailing

downward motions in the regions. In the vertical, large cloud LWCs are 3
associated with low and middle clouds. The maximum cloud LWC is located in the

tropics, and two local maxima exist in mid-latitudes. I
b. Experiment on Inclusion of Radiative Heating 3

Figures 11-13 show the results from the experiments with and without the

I
I
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inclusion of radiative heating. These results are expressed in terms of the

differences between two experiments (CTRL-EXPI).

Solar heating rate differences are illustrated in Fig. 9a. Solar radiation

heats the atmosphere. As would be expected, the solar heating rates in July of

the Northern Hemisphere are much larger than those of the Southern Hemisphere

counterpart. There is no solar radiation within the Antarctic Circle because the

sun does not rise above the horizon in this region during July. Two solar

heating maxima with values of -2 K/day are located at the tops of middle clouds

in the Northern Hemisphere. Large solar heating rates within the Arctic Circle

are due to long solar days. Large solar heating rates in the tropics are related

to small solar zenith angles during the daytime. The large solar heating located

in the upper atmosphere is associated with strong ozone absorption.

Figure 9b shows the IR heating rate differences. The most distinct feature

in this figure is the strong IR cooling rates that occur at the middle cloud

tops. This is because high clouds are considered to be nonblack in radiation

calculations, while middle clouds are assumed to be blackbodies. As a result,

the upward IR flux emitted by middle clouds is much stronger than the downward

flux emitted by high clouds. Consequently, strong IR radiative cooling is

generated at the tops of middle clouds.

The inclusion of IR radiative heating basically cools the atmosphere.

However, if low cloudiness is sufficiently large to emit strong downward IR

fluxes from the cloud base, weak IR heating may be produced beneath the cloud

base. This explains the two regions of weak IR heating at the low cloud bottoms

at 60" S and in the tropics. Two other weak IR heating rates, located in the

upper tropical atmosphere and in the lower atmosphere in the Arctic, are

associated with the areas of high ozone concentration and temperature inversion
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in the regions, respectively.

Figure 10a shows net radiative heating rates. The inclusion of the I
radiative processes in the model decreases the atmospheric temperature. As would

be expected, the net radiative heating shows relatively large cooling at middle

cloud tops and small cooling at cloud bottoms. However, there are weak heating 3
rates in lower tropical atmospheres and in the Southern Hemisphere due to large

low cloud cover over those regions. The strongest radiative cooling at the 3
middle cloud top, located within the Antarctic Circle, is due to the absence of

solar radiation in the winter season. Relatively large cooling at the low cloud I
level within the Arctic area is associated with the temperature inversion in the 3
region, while the large cooling near the surface layers in the equatorial region

is due to the contribution of water vapor continuum absorption. It is noted that 3
noticeable net radiative heating is located in the upper atmosphere in the

Northern Hemisphere because of the ozone solar absorption in the region. The •

weak heating at the middle cloud level within the Arctic Circle is due to the m

absorption of solar radiation during long solar days.

Figure 10b shows the temperature pattern. The inclusion of radiative i
heating decreases the atmospheric temperature which decreases more significantly

for cloudy conditions than clear sky. The largest temperature reduction occurs I
at the middle cloud top near 66.5" S, where the sun does not rise much above the 3
horizon in the winter season. Temperature decreases are relatively small in the

subtropical regions where small cloud amounts are located. These temperature

changes, in turn, initiate all of the changes in the cloud fields such as cloud

cover, cloud LWC, and cloud IWC. I
Figure lla shows differences in cloud cover between the two experiments. 3

The inclusion of radiative heating leads to an increase in cloud cover. Large

I
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increases occur at the middle cloud tops, at which large temperature decreases

are located. The increases in low cloudiness are relatively small due to small

radiative cooling associated with low clouds. However, there are two large

increases of low cloud cover. One occurs in the tropics where a large amount of

water vapor exists, while the other is in the Arctic area where a strong

inversion is located.

Figure llb illustrates the differences in total cloud water content, i.e.,

cloud LWC plus IWC between CTRL and EXPI. Cloud water increases wherever cloud

cover increases. As has been mentioned previously, the decrease of cloud

temperature by radiative cooling increases the condensational rate and results

in the increase of total cloud water. The large increase of cloud water occurs

at the tops of middle and low clouds in the tropics, where strong radiative

cooling is located.

c. Experiment on Ice Phase Processes

Figures 12a and 12b show the results from the experiments with and without

the inclusion of ice-phase processes. The differences in temperature and cloud

cover due to the inclusion of ice-phase processes are insignificant. Figure 12a

illustrates the differences in cloud LWC between the cases with and without the

inclusion of ice-phase processes. This figure shows little change in cloud LWC

in the tropical low and middle clouds that contain primarily water droplets.

Marked reductions of cloud LWC with ice processes included occur in low, middle,

and high clouds within the Antarctic Circle, high clouds in the tropics, and

middle and high clouds within the Arctic Circle. In these regions clouds are

largely composed of ice crystals, which deplete the cloud LWC by virtue of

Bergeron-Findeison's process. Since there is no cloud IWC in EXP2, the

differences in cloud IWC are identical to cloud IWC shown in CTRL (see Fig. 7 ).
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Figure 12b shows the differences in total cloud water content. The

increases of total cloud water when the ice phase is included indicate that the

increase of ice crystals in clouds is larger than the reduction of cloud LWC.

It follows that ice clouds in these regions are not entirely controlled by I
Bergeron-Findeison's process. 3

In order to further examine the relationship between autoconversion and

Bergeron-Findeison's process on cloud formation, we have undertaken two more

experimental runs with the autoconversion rate of c o - 10 4 sec - 1, which is five

times smaller than what was used in the CTRL. A smaller autoconversion rate i
leads to the production of more cloud LWC, which in turn generates more cloud IWC !

through Bergeron-Findeison's process. In the following two experimental runs,

the first run is the s=e as CTRL with the smaller value of the autoconversion

rate, i.e., co - ; the second run is the same as the first run but without

the ice phasc -.ocesses. I
Fi"re 13a shows a pattern very similar to that in Fig. 12a. Due to the 5

smaller value of the autoconversion rate, the differences in cloud LWC are about

five times larger in Fig. 13a than they are in Fig. 12a. The large differences

in cloud LWC indicate that a strong Bergeron-Findeison process takes place when

there is more cloud LWC. However, the values of cloud IWC in Fig. 13b are close I
to those in Fig. 7, even though Bergeron-Findeison's process is much stronger in 3
the former than in the latter. This indicates that the downward ice flux is

larger in the former than in the latter.

Figure 13c shows the differences in total cloud water content for the

smaller co. The total cloud water content decreases in the region where ice

clouds are present. The reduction of the total cloud water content is mainly 3
controlled either by autoconversion that converts cloud LWC into precipitation I

5
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or by gravitational settling that removes ice crystals from the cloud layer. The

decrease of total cloud water content when the ice phase processes are included

indicates that gravitational settling is an efficient mechanism for reducing the

cloud IWC.

6. CONCLUSIONS

A time-dependent, three-dimensional, large-scale cloud-moisture model has

been developed for the prediction of temperature, cloud cover, c' 1 LWC, cloud

IWC, and precipitation. Partial cloudiness is allowed to form when the large-

scale relative humidity is less than 100%. The cloud microphysical processes

simulated in the model include both liquiu and ice phases, which are physically

included for the first time in a large-scale cloud model to simulate cirrus

clouds.

A 96-hour model simulation, with the initial conditions taken at 12Z on

July 1, 1979 has been carried out to assess the performance of the large-scale

cloud model. The comparisons between the model simulation and the satellite

observations indicate the large-scale cloud model is capable of realistically

simulating zonal means and geographical distributions of cloud fields, including

cloud cover, OLR and net solar flux at TOA, and cloud LWC. Differences in the

zonal mean total cloud cover between the simulation and the 3DNEPH data are

generally within 10%. Generally, the simulated zonal mean OLRs are within 10

W/m2 of the ERB results. The zonal mean values of simulated cloud LWP compare

quite well with the SMMR observations, with differences being less than 50 g/m2,

which is the uncertainty of the SMMR data. However, it is clearly indicated that

the model underestimates cloud cover and cloud LWC and overestimates the OLR in

the tropics, where clouds are predominantly convective clouds, which are not
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simulated in this model. In the geographical distributions of cloud fields, the

large-scale cloud model has simulated the large cloud bands in the ITCZ, monsoon I
areas, Southern Pacific Convergence Zone, and the mid-latitude storm tracks,

although the ITCZ cloud band is less pronounced in the simulation. At the

subtropical highs, areas of small cloudiness over southern Africa and northern

Africa, and North and South America are clearly identified in both of the

observations and the model simulation. The magnitude of the cloud IWC in the 5
sinulation is about 0.01 g/m3, which is consistent with the aircraft measurements

in cirrus clouds, as well as with other model results. The simulated cloud IWC

appears to depend more on temperature than on vertical velocity, which is 3
critical to the condensational process.

The model-simulated cloud fields are strongly linked to large-scale 5
circulations. Inspecting the model-predicted cloud fields, such as cloud cover,

OLR, and cloud LWC, we find that these cloud properties are closely related to U

one another. Large amounts of cloud cover coincide with abundant cloud LWC, 5
which generates large precipitation rates by virtue of the autoconversion process

simulated in the model. Ir summary, the atmospheric moisture and cloud fields 3
are linked together by the cloud microphysical processes simulated in the cloud

model. More importantly, the moisture, cloud fields and earth's radiation budget I
are physically related to large-scale thermal and dynamical structures, such as 3
temperature and vertical velocity.

Sensitivity studies have been performed to examine the effects of radiative £
heating fields and ice-phase cloud microphysics on large-scale cloud formation.

The inclusion of radiative processes in the cloud formation model significantly I
decreases the cloud temperature, with the strongest cooling occurring at the 3
middle cloud top. However, there may be weak heating located in a low cloud if

I
3
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cloud cover is sufficiently large to produce a strong downward flux. The

decrease of temperature by radiative cooling increases the atmospheric relative

humidity and condensation in clouds. AF a result, cloud cover and total cloud

water, including cloud LWC and IWC, increase due to the inclusion of radiative

processes.

The inclusion of ice-phase processes has a greater effect on the cloud LWC

and IWC than on the temperature and cloud cover fields. If the cloud LWC is

large enough to undertake an effective Bergeron-Findeison's process, the total

cloud water content decreases, with large decreases located at the regions where

the presence of ice clouds is most pronounced. The reduction of the total cloud

water content is mainly controlled either by autoconversion, which converts cloud

LWC into precipitation, or by gravitational settling, which removes ice crystals

from the cloud layer. The decrease of total cloud water content when the ice-

phase processes are included indicates that gravitational settling is an

efficient mechanism for reducing the cloud IWC.
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FIGURE CAPTIONS

Figure 1. Empirical relations between the low-, middle-, and high-cloud amount I

and relative humidity (Smagorinsky, 1960). The values of h0 for 1
low, middle, and high clouds are 0.6, 0.35, and 0.26, respectively.

Figure 2. Schematic display of the cloud microphysical processes simulated in 5
the model.

Figure 3. (a) Comparison of zonal-mean total cloudiness between 3DNEPH and

model simulated results averaged over the time period, July 3-4;

(b) Comparison of the zonally averaged OLR computed from the model

and derived from ERB data. The model results and ERB data are 3
averaged over the time period, July 3-4; (c) Comparison of the

zonal mean LWP in the simulation and from SMMR data. The SMMR 5
results are taken from Prabhakara and Short (1984) for the monthly

average of June, 1979. Only the LWPs that are zonally averaged over

the oceans are shown in the figure for both simulation and SMMR 3
data.

Figure 4. The geographical distribution of total cloud cover averaged over the 3
period, July 3-4 (a) derived from 3DNEPH and (b) simulated by the

model. The scale on the right of each figure shows the shading for

the different cloud amount intervals. The brighter the cloud 3
picture, the larger the cloud cover is.

Figure 5. The geographical distribution of OLR averaged over the time period, 3
July 3-4 in W/m (a) derived from ERB data and (b) simulated by the

model. The scale on the right of each figure shows the shading for I
the different flux intervals. 3

Figure 6. The geographical distribution of LWP in 10 g/m2 (a) derived from

SMMR data for the monthly average of July, 1979 (Prabhakara and 3
I



Short, 1984) and (b) simulated by the model for two days average

covering July 3-4.

Figure 7. The model simulations for zonal-mean cloud IWC with a contour

interval of 2.5 x 103 g/m3.

Figure 8. The model predicted zonal mean fields of (a) cloud cover, and (b)

cloud LWC. The model results are averaged over the time period,

July 3-4.

Figure 9. Zonally averaged differences in solar and IR radiative heating

rates. The differences are obtained by subtracting the results in

EXP1 from those in CTRL. The contour intervals for solar and IR

heating rates are 0.5 and 2 K/day, respectively.

Figure 10. As in Fig. 9, but for differences in net heating rate and

temperature.

Figure 11. As in Fig. 9, but for differences in cloud cover and total cloud

water with contour intervals of 10% and 2 x 10-3 g/m3 , respectively.

Figure 12. Zonally averaged differences in cloud LWC and total cloud water.

The differences are obtained by subtracting the results in EXP2 from

those in CTRL. The contour intervals for cloud LWC and total cloud

water are 2 x 10-3 g/m and 10-3 g/m3, respectively.

Figure 13. Zonally averaged differences in (a) cloud LWC, (b) cloud IWC, and

(c) total cloud water. The differences are obtained by subtracting

the results without ice phase from those with ice phase in the case

of a small autoconversion rate. The contour intervals for cloud LWC

and total cloud water are 2 x 10-3 g/m3 and 10-3 g/m3 , respectively.
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Summar. thermodynamic systems. the microphysical pro-

Parameterization programs for cloud microphysics and ra- cesses that govern the formation and dissipation
diative transfer involving ice clouds have been developed in of clouds must be adequately incorporated in at-
terms of the mean effective size and ice ,\ater path. The mean mospheric models. Furthermore, the radiative
effective size appears to be adequate in representing the ice properties of clouds are determined by the cloud
crstal size distribution for radiative parameterizations. For thermodynamic
a given ice Aater path, smaller mean effective sizes reflect phase (ice or water). particle size
more solar radiation, emit more IR radiation and enhance distribution and geometric configuration. It ap-
net radiative heating cooling at the cloud top and bottom pears to be impractical to include individual cloud
than larger sizes. The presence of small ice crystals ma\ gen- particles in cloud models and radiation calcula-
crate steeper lapse rates in clouds. A 3-D global cloud model tions. We must rely on some aspect of the cloud
that prescribes the horizontal %kind fields in a 24 hour period
is used to investigate the sensitivit\ of the mean effective size particle size distribution in the performance of
of ice crystals on the simulation of radiative heating. tern- radiation parameterizations in numerical models.
perature, cloud cover and ice %ater content. A variation in In this paper. we explore the means by which
the mean effective size from 75 to 50lam in a 24 hour pre- cloud microphysics and radiative transfer can be
diction simulation generates more cooling above the high effectively and physically
cloud top and a decrease of temperature. These results lead -s parameteried fori
to an increase of high cloud cover in some latitudes b\ as corporation in large-scale cloud and atmospheric

much as 4'. and, at the same time. a dec,case of middle models. We shall confine our presentation to high
cloud cover b\ 3-4 o in latitudes between 60'S and 60'N. clouds that contain ice particles. In Sections 2 and

3, \k e present parameterization programs for cloud
1. Introduction microphysics and radiative transfer in clouds, re-
In recognition of the importance of the role of spectively. The mean effective size is proposed to

clouds in weather and climate processes. numerous represent ice crystal size distribution in radiation

efforts have been made to include a i.iore realistic parameterizations. In Section 4. we investigate the

and physically based parameterization for cloud sensitivity of mean effective size to the simulation

parameters in general circulation models (Sundqv- of radiative heating. temperature. cloud co\er and

ist. 1988: Liou and Zheng. 1984: Heymsfield and ice water content (1VWC) using the global cloud

Donner, 1990: Smith. 1990). To understand the model developed bN Lee et a]. (1990). Finall\.

effects and feedbacks of clouds on dynamic and conclusions are gi\en in Section 5.
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2. Parameterization of (loud Nlicroph~sics v here zih the terminal %elocit, for in indi% idual

It is not computationally feasible to account for ice crystal, % hich can he determined b the cr stal

individual cloud particles in radiative transfer ca length bas ed on laboratory results Ja~aweera andindviualclud aricls n rditiv tansercal- Cottis, 1969: He~msfield 1972). Thus we have: v1
culations. Nor is it practical to incorporate a pro- Co sLh,. wi6 h ae an d 1 2 bein et c e icen IL
gram that takes into account the growth of in- = a, with a, and h, being certain coefficients

dividual water droplets and ice crystals in cloud (Starr and Cox, 1985).

models. However, some measure of the particle The ice crystal size distribution for midlatitude
cirrus clouds has been measured by Hevmsfieldsize distribution may be used. From the perspec- (197?) using an optical probe. Based on the mea-

tive of radiation calculations, particles scatter an sured data, He msfield and Platt (1984) grouped
amount of light proportionate to their cross-see- the size distributions according to temperatures

tion area. The cross-section of a nonspherical par- the s I 2 tos a ng toperaturs

ticle is proportional to the maximum dimension rangingdfrom tin20 to ao pa
(or the length. L) multiplied by the width. D. Thus, ameterized equation in the form

we may define a mean effective width (size) for n(L) = .4 L . (5)
hexagonal ice crystals in the form where both coefficients A and B are dependent on

S D i L temperature. The minimum length that an optical 1
De= D"L LD n(L)dL, (1) probe can measure is about 20 pm. It is probable

that ice crystals smaller than 20pm could be
whreL, and,, missed by this measurement technique.

where Lm,, and Lm, denote the limits of the ice In view of the preceding discussion, the ice crys-
crystal length. From laboratory and aircraft ob- tal width, mass, terminal velocity and size distri-
servations (Auer and Veal, 1970; Heymsfield, bution may be parameterized in terms of the
1972; Hobb et al., 1974), the width of an ice par- length. Using Dmn,, = 20pm, the bulk terminal
ticle can be related to the length via the follo%%ing velocity and mean effective width can be expressed
equation: D = aL ', where al and b, are certain as a function of the IWC, as shown in Fig. 1. In
coefficients that are dependent on the particle the calculations, we use a temperature range of
shape. (- 30- - 35*C) to obtain the coefficients A and B.

The ice water content is defined by Both De and VT increase with increasing IWC. To

investigate the effect of small ice crystals on these
IW t( n f2 relationships, L,,, in Eq. (1) is set at 10pm and

IVC =J m(L) n(L)dL, (2) it is assumed that Eq. (4) is valid for the ice crystal
I . size distribution that includes small ice crystals

with sizes from 10 to 20pm. The bulk terminal
%%here the mass of an individual ice crystal may velocity ranges from about I to 10m s for the
be related to the length (Heymsfield. 1972): nm =
a,L '- , with a, and b, being certain coefficients.
From Eqs. (1) and (2), IWC and D, may be related 2 . I '
through the ice crystal size distribution. The ver- - m ti
tical IWC or ice water path (IWP) for a given I I
thickness, J:, is l'ot-

IW P = IW C .J . (3) Vr

Theothercloud physics paramneter that iscritically 10,
dependent on ice crystal size distribution is the .-

bulk terminal velocity, which is defined by
L"m, L t  L 0 33  10 .2 "  

0
0

. •n(L) i(L~L, 010 1
-M Fig. I Terminal ',elocitt, and mean cffccctie oze as functions

(4) of IVC
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I\\C from 0. 1 to I L I. For I\VC('s sma cl than and to accOuin for the VtCou, a hborpt ion, six and
. g In , the bUlk terminu velo.it\ iN less than 12 band,, arc ,,elected foi solar and thermal IR

I m s. The addition of ice crystals smaller than region., respectively. The radiati\c transfer meth-
20pmo does not affect the bulk terminal velocit\ odology used is the delta-four-stream approxi-
significantl.. Based on our present parameteri- mation developed by Liou et al. (1988). This ap-
zations for cloud microphysics, the mean effective proxination can achieve relative accuracy within
size can also be theoretically computed in terms about 5 o for all atmospheric conditions. The so-
of IWC. For IVCs larger than 0.1 g m . the ad- lution of this approximation is in analytic form
dition of 10 -20 pm sized ice crystals results in no so that the computer time involved is minimal.
noticeable changes in mean effectixe sizes. For an and the method can be readily applied to inhom-
IWC of 0.01 g m. the computed mean effective ogeneous media b\ matching the continuity re-
size is about 50 pm. With additional small ice crys- quirement of diffuse intensities. To apply this ap-
tals. this size reduceN to about 40 pm. It should be proximation. four expansion coefficients of the
emphasized that the relationship betkeen the phase function are required.
mean effective size and I\VC that has been de- The scattering and absorption properties of
,eloped is purely theoretical and requires verifi- hexagonal ice crystals \\hose size parameters are
cation from laboratory and aircraft experiments, greater than 30 were computed from the geometric

Light scatterin g and absorption calculations re- ray-tracing technique developed by Takano and
quire the ice crystal size distribution. Howkever, for Liou ( 19S9a. b). For size parameters that are less
radiative heating and flux calculations, additional than 30. wNe used the Mie-type solution for sphe-
information concerning the cloud thickness and roids developed by Asano and Sato (1980). Single-
IWC is needed. It is conventional to use the optical scattering computations were made for a number
depth to represent the optical properties of a me- of ice crystal size distributions reported by Heyms-
dia. The optical depth. T. is the product of the field and Platt (1984) and recently derived from
extinction coefficient and thickness. The extinc- the FIRE cirrus experiments (Heymsfield. private
tion coefficient is the product of the a\erage ex- communication).
tinction cross section. a. and the number density As pointed out previously, the optical depth
of cloud particles. In the limits of geometric optics. may be expressed in terms of D, and IWP in the
and assuming that ice crystals are randomly or- form given in Eq. (6). in the limits of geometric
ented in space. we hae a, = 3D(- f4D + L) 2 optics for scattering processes. The following gen-
(Takano and Liou. 1989a). This expression is de- eral parameterization form has been derived for
rived based on the optical theorem that the ex- the spectral optical depth:
tinction cross section of a large particle is twice
its geometric cross section. In this case we find j = a,, D:') . IWP, (7)

r (a + b D,.). lWVP. (6)

where a and b are certain constants. For radiative where a,. is the known coefficient, and the subscript
transfer calculation, associated with a cloud j (= 1.2.18) is the index for the spectral band.
model, the two parameters defined in Eqs. (1) and For solar wavelengths, the extinction cross sec-
(2) appear to be appropriate and sufficient. tions %kould be the same by virtue of the geometric

optical theorem. Thus. for a given thickness, A:.

3. Parameterization of Radiatiie Transfer in Clouds the optical depth is a constant in the solar region
based on the geometric ray tracing method for

For the computation, of fluxes and heating rates hexagonal ice crystals.
";thin cloud layers. c must perform spectral in- The single-scattering zlbedo is defined as: 6) =
tegration co\ering the entire solar and IR spectra. I - r,, ,. where o, and r,,. represent the absorption
These spectra may be divided into a number of and extinction cross sections. respectively. In the
spectral inter\als according to the location of the limits of geometric optics. Ae have a, = 3 (D 2)
gaseous absorption bands in~olhing cloud parti- ( 13 - 4L D 2. as pointed out previouslN. The
des and gases. primarily %ater \apor. In order to absorption cross section is generally dependent on
resol\e the variation in the refractive index of ice particle Xolume. which is: V = 31'3 ) L 8 in the
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case of a hexagonal particle. Since L is related to ance for emisi\it% ) as functions of D, and IWP. I
D based on laboratory and aircraft obser\ations. A cosine of the -olar ,enith angle of 0.5 is used
i should be a function of D. Thus. it is appro- in solar radiati\e transfer calculations. For a aiven

priate to represent C) in terms of a polxnomial D,. solar reflectance increases with increasing
function in the form IWVP. But for a given IWP. a cloud with a smaller

I D,. reflects more solar radiation because of the

(5 1 h D, larger effecti\e cross section area. For example,
n,0 n efor an IWP of 100, m- solar reflectances of

where h, is the known coefficient through nu-
merical fittings. The third order polynomial is ac- , __

curate within about 3'.,o.
The phase function should also be a function 2' - --

of ice crystal size distribution, viz., the mean ef- - - - - - -fecti',e size. It followas that the expansion coeffi- --- D, :,,, -
cients of the phase function may be written -

&,j= ctjD,".,(9),:
fties. t folw htth xaso cofi [ 1IK2 ,. ,.-,r I / 'i

where the index 1 = 1.2,3,4 for the delta-four- / / -

stream approximation, C), = 3 g, and g is the " -, "-
asymmetry factor. Again, we find that the third .- -

order pol)nomial expansion is sufficient to pro- :
vide accuracy within 3%o. For solar wavelengths.
the phase functions for hexagonal ice crystals show L °
pronounced 22 and 460 halo maxima. For this - -1
reason, a simple representation using tie asym- -.. .
metry factor for the transfer of solar radiation in C -

ice clouds in inadequate. However, in the thermal t "I I
IR wavelengths, halo features are largely sup-
pressed due to absorption. Thus, we may use the
as. mmetrv factor to represent the phase function L
through the Henyey-Greenstein function:

(5, =  (21+ Il)g. (10) .

Finally, to incorporate the forward peak contri- :-I DO

bution in multiple scattering, we may use the sim- °  
- -

ilarity principle for radiative transfer to adjust the
optical depth, single-scattering albedo and phase / /,
function in the forms (Liou et al., 1988) /./

* ~ / /

b) I"' De = 
25, m

al[j - + 1)] (I - f). (1I c) De .7

20 De - O0.m

where the fraction of scattered energy residing in .... old *0... O9'9

the forward peak.! =  ,-, 4. The waelength index o1
J has been omitted in these equations.

Using the preceding parameterizations for ti 2 Solar relcjnce ind *h ,,rptance and IR enitrance
cloud physics and radiative transfer. Fig. 2 shos, Jr em-,ssi.mt, ) as tun,.ion of the mean effectic ,ize and ,cc
solar reflectance and aborptance and IR emitt- Aater rath 3

I
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Fig+ 3. Net radiatixc hcating rate. as functions of height and cosinc, of the solar zenith angle. i,- for mean effectivc sizes of
50 and 75 pm

about 70, 55, 44 and 30% are shown for D, of 25, having smaller Ds emits more IR radiation at the
50, 75 and 100pm, respectively. For solar ab- colder cloud top. The cloud absorbs. at the same
sorptance, small icecrystals also absorbmore solar time. more IR radiation emitted from the warmer
radiation for IWPs up to 75 g m - 2 However. ab- surface and atmosphere below, resulting in strong
sorption of solar radiation also depends on for- heating at the cloud base region. The solar heating
ward scattering of cloud particles. Larger particles rate increases with decreasing D,. and occurs pri-
would have stronger forward scattering and ab- marlv at the cloud top, where IR cooling is much
sorb more solar radiation when the IWP is larger more pronounced. For u,, = 0.833, the solar heat-
than about 75 g m- 2 . The IR emissivity is signif- ing rate is a factor of about three smaller than the
icantly dependent on both D,. and IWP. For a IR cooling rate at the cloud top. It is evident from
given IWP of 20g m- 2, emissivity differs by as this illustration that the cloud field is largely con-
much as 40% for D, of 25 and 100pm. trolled by IR heating/coolingand that the presence

The effects of the ice crystal mean effective size of small ice crystals may generate a steeper lapse
on net radiative heating are illustrated in Fig. 3. rate within clouds.
In the calculations. we use an IWP of 26 g m -2,
which corresponds to an IWC of 0.0 13 g M-3 for 4. The Role of the Mean Effective Cloud Particle
a typical cirrostratus with a thickness of 2 km. This Size in Large-Scale Cloud Processes
cloud is inserted in the standard atmospheric tem-
perature and humidity profiles. A solar constant To investigate the sensitivity of cloud microphys-
of 1365 W m-2 and a surface albedo of 0.1 are ics and radiative transfer parameterizations to
used in the solar radiation calculation. The optical large-scale cloud processes, the 3-D global cloud
depths for D, of 50 and 75 pm are approximately model developed by Lee et al. (1990) is used. This
2 and 1, respectively. Net radiative heating rates cloud model consists of thermodynamicequations

that correspond to four cosines of the solar zenith for the prediction of water vapor, cloud liquid
angle of 0. 0.167, 0.5 and 0.833 are displayed in water content (LWC) and IWC, precipitation and
Fig. 3. WAhen p,, = 0. only IR heating cooling takes temperature. However, the wind field is prescribed
place. In this case, a smaller D, of 50 pm produces using the results from a general circulation model
heating cooling rates of about 0.6-0. 7C h - close (GCM). The model has a 12-layer stretch vertical
to the bottom and top of the cloud layer. For a coordinate, which has a fine resolution in the lo\ er
D, of 75 pm. the heating cooling rates at the cloud levels. Cloud covers are computed from the thresh-
bottom and top reduce by as much as a factor of old method. To compare wkith the observed cloud
two. This reduction is due to the fact that a cloud fields and to perform radiative transfer calcula-
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' ililpped Into low%, iMiddle ind il!eh kIclus. file of h le meain etfti Ie ,I /e of Ice cr~ staids onl )xi e-
clouid miicroph\ sical processes considered in the Cie C1Lud 11"IUilat Ions. The Interactions and feed-
model are e~ aporation. condensation. autOoon- haicks Of Cloud microph\ sics. radiat' e transfIer.
%ersion. ~lblinmation deposition. homogeneous aind thle cloud miodel are shlow n in Fin. 4. The

nucleationl. Bergeron processes. and ierautational model predicts IWC (and LWC). cloud co'~er. tern-
settine for ice cr~ stals. As described in Section 2. perature. and specific humnidity. The bulk terminal

the iraw' iational set ting sprmtrzdi terms keoct an mean effetj~ size aire defne based
of the bulk terminal velocitv. w~hich is critical to on the Cloud microphysics parameterizations. The
the -,inulation of RWC. Radiatie transfer para- IWC together with the model thickness aive the
meterliations for clouds follow those presented in IW'P. The terminal '\elocity Is directly related toI
Section -3. In particular, two 0Cloud parameters. i.e.. IWNC cmans of parameterization and is inter-
the mnean effective size and WP. Lire incorporated active in thle Cloud model. AlthoughI w e have de-

in radiation Iclulatlions. The analysis data for \eloped a theoretical relationship between IWVCI
w inds, temperature. and specific humidity at 1 2Z and D,. this relationship has %et to be \erified. In
I J uly 1979 are used ais initial 'ZIaLues to perform this study. %\e shall treat D, and IWVP as two in-
the large' scal e prediction for cloud Fields, dependent parameters to investigate the sensitivit.

II
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of D, on the sit ulatirl of larc-scale cloud FciN,,, predcted cloud co%:I ct- arc a\era ce of the re- u,t
Light sctattering and absorption cakc ulation,- for comNputed at 96 time step,, O\er a 24 hour period.
cloud particle,, require onlN information on par- The observed cloud covers are taken from Hen-
tide size distribution, which is parameterized in derson-Sellers (1986) based on the 3DNEPH data
terms of D. For radiative transfer calculations, base for July 1979. It is well know\n that the
the optical depth value is also needed. As sho% n 3DNEPH under- and over-estimates cloud cover
in the preceding sections, the optical depth can be in Arctic and Antarctic regions, respectively, for
expressed in terms of D, and IWP. Temperature the summer season of the Northern Hemisphere.
and humidity are inputs in radiative transfer cal- During this period, there are persistent stratus
culations. Lastly. cloud cover from the model is clouds over the Arctic region. However, the
required to compute the average radiative heating threshold method utilized in 3DNEPH has not
in a model grid area. Radiative heating affects been able to distinguish between the cold surface
temperature direct]\ via the thermodynanic heat and clouds aloft. As a result. because of cold tem-
equation. while the bulk terminal \elocity affects peratures in the Antarctic region during the north-
IVC (and LWC) directly through the governing ern summer, the threshold technique overesti-
equations for IWC. LW\C and precipitation. mates cloud cover. The model underestimates

Comparisons of the zonally averaged total cloud cover in the tropics because of the nature
cloud cover and outgoing longwave radiation of the present 3-D global cloud model, which was
(OLR) predicted from the model and derived from de\eloped primarily for stratiform clouds. It ap-
observations are shown in Figs. 5a and 5b. The pears that improvements could be made if a cu-

mulus, convection program were added in the
I 0C model. Nevertheless. there are general similarities

7 - -betmeen the predicted and observed cloud covers.
The OLR fields computed from the model com-SC , . pare reasonably w\ell with the monthly averaged

> data from ERB for July 1979. Discrepancies be-C SC
t% een the two may be explained by the cloud cover
patterns described previously. In summary, the

d 4C- similarities between the model results and obser-
vations in terms of cloud cover and OLR are en-

0, couraging in viev of the simplicity of the cloud
model structure. Sensitivity experiments are car-

0 . . . . . . . . . . .. ried out to investigate the relative importance of-_. -GC -3C 0 30< SC 9

LAI,,M ,:-E€, a the mean effective size on the predicted large-scale
, _ _ _ _ _cloud field.

. The cloud model predicts IWC for high clouds
\, /--,and k 'Cs for mi ddle and lowv clouds. Mean el'-

2- fective sizes of 50 and 75 pm are used in large-
scale cloud simulations. The value of 50pm cor-
responds to the mean effective size for a typical
cirrostratus. Shown in Figs. 6a, 6b and 6c are the
zonally averaged differences in the IR. solar and

15C - net heating rates predicted b\ the model for a 24
hour period. For smaller D,. the IR emissivity is
greater for high clouds, leading to more cooling

,0 . .. at high cloud top,,. However, the greater high
'+LA"1LI ° GI b cloud emissixity produces heating at high cloud

bases and increases heating rates in the middleFir. 5 (ompar,,,n, ol iK;. ZOflJ!l) a. cragcd I a) ioia.l Cloud
cexer and (hi 01 R p, ed~ctcd from the model and deried cloud level. The contour lines in Fig. 6a are for
from 31)NFPH and [RH for Juh 19'9 The model re,uht. each 0.3°C daN - . The increase of high cloud top
arc for axerages oer a 2,4h period cooling for smaller D, is on the order of about
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0.3'C day in cloud regions. In the middle cloud ern Hemisphere because the July condition is used. U
level, heating rates increase by about O.OC da - A smaller D, reflects more solar radiation and
These values are significant, since they are zonally increases solar heating in high cloud top regions.
averaged quantities. No chanc is seen in the heat- At the same time. it reduces the solar fluxes aail-
ing rate patterns below middle clouds. The dif- able in the middle cloud level. The contour lines
ferences in solar heating rates produced by the in Fig. 6b are for each 0.02'C day ', which is 15
two mean effective sizes are confined in the North- times smaller than the IR heating cooling rates. I

Figure 6c shows the net heating differences. The
P As RAE C:EAr IR' c0 !. patterns are similar to the IR heating,'cooling pat-

terns. The exception is the reduction of cooling
L e ,above high cloud top regions in the Northern

"' " --'-- - " " Hemisphere.
Flgures 7a-7c show the effects of the mean ef-

_____-------__ fective size on the simulation of temperature, cloud
r. _• cover and IWC. Because of more cooling pro-

, duced by a smaller D, abo~e the high cloud top,
S, emperatures decrease there (Fig. 7a). The maxi-

, - mum decrease is on the order of about 0.2-0.4°C.
,,,However, temperature increases in the middle

. . . cloud level by about 0.4°C across the latitudes. In
L -a response to temperature decreases above the high

cloud top, high cloud cover increases. The increase
s A' R A N-C_ - - C i , of high cloud cover is on the order of 4 % across

.". "_____ "most latitudes (Fig. 7b). The use of different mean

- ---- - - effective sizes of ice crystals significantly affects

S .the calculation of middle cloud cover due to tem-
... perature increases. Except in the vicinity of 30°S

here the occurrence of clouds is minimal, middle
,7 (58 cloud cover is reduced by 3 to 4% between 60'N

la / and 60°S latitudes because of warmer tempera-
,,ures produced by IR heating. In terms of IWC

for high clouds (Fig. 7c). differences produced by
" .. the two simulations are rather small because IWC
.0 60 Is 0 36 be 4a is largely controlled by the bulk terminal velocity,

LA2 :H b which is interactive in the model. Variations in the

NEr -EA :NG PA-, '0:EN E (.9 C/dd, mean effective size do not affect the bulk terminal
04' 1Ielocity in the present experiments. It appears that
' -8 IWC variations are primarily governed by micro-

... physical processes. If the mean effective size could
" . ..... __ be made interactive through IWC, radiative per-

Z_ b,, turbations would be important in the generation

P50 of IWC.
23, q The preceding experiments have been carried
I" out to explore the importance of the mean effective

-,, ,___, size of ice crystals in large-scale cloud simulations. U
Based on experimental results, small mean effec-

* -be , , 3, t o , tie size, through radiative heating perturbations,

LA jCE c; would increase high cloud cover and, at the same
Fig. 6. Zonal aeracd differences i (a) IR. (b) solar and time. reduce middle cloud cover. It is commonly
(c) net heating rates for a 4 h period using mean ,ffccnie recognized that the prime importance of high
sizes ot ,0 And '5 Pm -n numeri.:A cxpcrin'cnts clouds is the don nard emission of I R radiation

I
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ha\e dcions trated in this study ta the prc ailing

- - effect. of small mean effective sizes are in the p;i-
-: ""-__,_-_ duction )flR heating and cooling. TheIR heating

--- -and coolin2 in the atmosphere produced by small

mean effectixe sizes are much more significant
- than the solar heating counterpart.

5. Conclusions

, oParameterization programs for cloud microphys-
a ics and radiative transfer involving ice clouds have

S-been de\eloped in conjunction vith a 3-D global
,,__cloud model. We show that the mean effective size

,- and IWP are t\o variables that are related to the
e-. - optical depth. The mean effective size appears suf-

ficient to define the ice crystal size distribution

- .. with respect to light scattering and absorption cal-
culations. WC illustrate the importance of the
mean effective size in radiative transfer calcula-
tions in terms of solar reflectivity. IR emissivitv
and radiative heating. For a given IWP. smaller
mean effecti\e sizes reflect more solar radiation.
emit more IR radiation and enhance net radiative-36 -61 6O 39 *

LA: "30 0 e b heating cooling at the cloud top and bottom than
larger sizes.

c0L: I c c:'1.:E I - 4 3 A 3-D global cloud model has been used to

ice crystals on the simulation of cloud cover and

_I WC. This model has been verified through corn-
S'-- 2parisons of the predicted cloud cover and OLR

' I - wth monthly averaged values derived from
, "3DNEPH amd ERB. High clouds that are com-

posed of smaller mean effective sizes would pro-
2 duce more cooling at the cloud top and more heat-

"4k "ing at the cloud base, than high clouds composed
of larger sizes. As a result of these heating cooling

-, .,, .30 , 36 B o, patterns, more high cloud cover and less middle
A C cloud cover are simulated from the model. Using

Fig 7 Zonath a~craicd difference,, in (a) lemperaurc. hi the mean effective sizes of 50 and 75 pm. a - 4%
cloud coer and fcl cloud IM( for a 24 h period using mean increase and 3-400 decrease are shown for high
effecvie sne, of S0 and 75pm in numerical ckpcrimcnit and middle cloud covers. respectivelN. The radi-

ati\e heating cooling patterns, however, do not
affect IWC for high clouds or LWC for middle

(greenhouse effect). For middle clouds, it is the clouds because the mean effective size is prescribed
reflection of solar radiation (solar albedo effect). in the model. If a relationship could be established
The increase of high cloud coser and the decrease between the mean effective size and IWC. radiatixe
of middle cloud coer ouild lead to the ampli- heating through the mean effective size would in-
fication of the greenhouse effect. Small mean ef- fluencc the prediction of I\VC as well as LWC for
fectivc sizes arc normall% considered to be signif- middle cloud>.
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On the basis of the precedi nzdic! isn it inihici-t iemreriaurc and the icc iiacr content. J, I on,

%ould be important to de\ clop a relationdipl be- lle ~ 46 \56. . i J.oner . 990 A cheme f'or p~iri-
tmeen the mean effective size of ice en. staRs andeim ecod ~trcneti enri iclto

INVC from aircraft experimental data. Second. ra- 2 .iceclu te co~i i.. 47,a circulatio

diative transfer pa ra meterizat ions that encompass Hobbs, P. V_. Chirnz. S.. Locatelli. J. [1, 1974. The dimien-
the mean effective size develo-ped in Section 3 "Ions and 1,iLrCiationf of ice particles in natural clouds.

should be verified through concurrent radiation J. (h ;v. Res.. 79. 2 199- 2 206.I
and cloud experimentiss inw k intz ice Ja~as ecra. K.. Cottis, R. E. 19W9: The fall %clocities of plate-

- exp~lmentslike and columnar ice crystals. Quart. J. Rot. .teor.
clouds. Finally, the 3-D elobal Cloud mlodel mnay Soc. 95. 701-709.
be improved by incorprtn time Ir~n %md Lee. J. I_. Ou. S. C.. Liou. K. N.. 1990: The effects of ice
fields to study their effects on thle s,11iuLatiOnS Of processes and infrared cooling on the formation of hieh

cludpaamters in the context Of cloud micro- clouds in a 3-D elobal cloud model. Preprint, The 12111t
physcs aditiv trasfe para eterza ios. ile itno, plicri Radiation Cenklrce, San Franci~co. J uly
physcs rdiatve ranser prameeriatios. Te 21-27 Amcrican %leteorolot-ical ~it.Boston.I

program may be accomplished by using a separate [IOU. K. N.. Zheng. Q., 1984: A numerical e~perimient on
and parallel GCM to produce the required wind thle in teract ion,;ofradiationcloudsa nd dy, na mic proccsscs
Fields, in a Lcneral circulation modlel. J. >1 tnos Soi., 41. 1513-

1535.i I
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ABSTRACT

Maximum infrared polarization signature up to -1% is predicted in tropical

subvisual cirrus involving randomly oriented ice crystals based on radiative

transfer calculations.
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In the development of target detection based on infrared signature from

space, the air and the ground, the effects of cirrus clouds, particularly

subvisual cirrus, on infrared transmission must be understood. The radiative

properties of cirrus clouds have been investigated by Takano and Lioul02 using m

the scattering and absorption data derived from hexagonal ice crystals. In these

papers, the radiative transfer method has been specifically developed for solar

wavelengths in which thermal emission can be neglected. Liou et al. 3 have

extended the radiative transfer methodology to the thermal infrared wavelengths

in order to study the transmission properties of thin cirrus clouds. In Takano I
and Liou', we have demonstrated that there are important polarization signatures

of reflected sunlight from clouds. These signatures could be utilized to

differentiate between spherical and nonspherical particles, as well as to

distinguish among various nonspherical particles.

However, the information content of the polarization from cirrus clouds in m

the thermal infrared wavelengths has not been explored. The contributioii to sky

polarization from hexagonal and oriented ice crystals could be significant. It

is the objective of this note to present some results regarding the radiance and

polarization patterns for the 10 pm wavelength in a number of cirrus cloudy

atmospheres.

The single-scattering properties for randomly oriented hexagonal ice

crystals in the infrared wavelengths have been computed using the program

developed by Takano and Liou. Figure la shows the phase function for hexagonal 3
ice crystals with an aspect ratio (L/2a) of 120/60 (pm/pm) at the 10 pm

wavelongth, where L is the length and 2a is the width of a hexagonal crystal. I
The complex refractive index of ice 4 used in this computation is 1.1991-10.051. m

For comparison, the phase function for the area-equivalent Mie spheres is also I
I
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shown in this figure. The peaks on the ice crystal phase function at the

scattering angles of 140 and 27° correspond, respectively, to inner and outer

haloes, which are at different angles than the standard 220 and 460 haloes in the

visible because of the differences in refractive indices. Ice crystals scatter

more light in backward directions than spheres. Figure lb shows the degree of

linear polarization due to single scattering of hexagonal crystals and spheres.

Generally, the degree of linear polarization for hexagonal crystals is smaller

than that for ice spheres. Using the single-scattering and polarization data,

computations of the transfer of polarized infrared radiation in cirrus cloudy

atmospheres have been carried out. Under plane parallel conditions, radiance and

polarization patterns are azimuthally independent. They are only functions of

the optical depth and zenith angle. In the computations, the surface is assumed

to emit unpolarized radiation isotropically.

We have used tropical, mid-latitude winter, and arctic winter atmospheric

profiles in performing the radiance and polarization calculations. The cloud and

surface temperatures for these profiles, which are of prime importance in

infrared radiative transfer calculations, are listed in Table 1. The heights of

cirrus clouds are also included in this table. We used a columnar ice crystal

shape with an aspect ratio (length/diameter) of 120/60 (pm/pm) whose single

scattering properties at 10 um are shown in Fig. 1.

Figure 2a-d shows the upward radiances at the cloud top and the downward

radiances at the cloud base. Limb darkening and limb brightening are evident in

upward and downward patterns, respectively. These patterns can also be seen in

the window radiances 5. When the cloud optical depth is small (io-I), the upward

radiance for zenith angles less than -60 ° are close to those emitted from the

surface. For zenith angles larger than -60° , the upward radiance is reduced due
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to cloud absorption of the radiation emitted from the surface. However, the

downward radiance is enhanced due to the combined effects of cloud emission and

the cloud reflection of surface radiation. The upward radiances decrease with

the increase of optical depth in any models, because cirrus clouds absorb the

radiation emitted by the surface. In contract, the downward radiances increase

with the increase of optical depth in any models because of the emission of

cirrus. When the cloud optical depth is large (r,- 4 ), the downward radiances for 3
zenith angles less than -60 are close to those emitted from the cloud. As shown

in this figure, radiance patterns depend on the atmospheric temperature profile

used in the calculation. For ,c-l, the upward radiances increase according to the 3
surface temperature. Exceptions are for the tropical case involving zenith

angles greater than about 700 because of the lower temperature of the tropical 3
anvil. For optically thick clouds with r,-4 , the upward radiances are largely

produced by the cloud-top emission. The downward radiances depend primarily on

the cloud temperature.

The degree of linear polarization 6 patterns corresponding to Fig. 2a-d is

illustrated in Fig. 3a-d. Because of the differences in upward and downward 3
radiances, the linear polarization patterns are also different at the cloud top

and base. It is noted that there is a significant difference in linear

polarization patterns between thermal infrared and solar wavelengths. The 3
magnitude of linear polarization displayed in Fig. 3, that is generally less than

1%, is much smaller than that in the case of solar radiation (see Fig. 8 in I
Takano and Liou2). This is in view of the fact that the surface and a small

volume of cloud are assumed to emit unpolarized thermal radiation isotropically.

We shall consider the optically thin case (re-l) in Fig. 3a-b in which the effect

of single-scattering events on polarization is most pronounced. In this case, I
I
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radiation emerged from the cloud top is dominated by the emission from the

surface and largely unpolarized for zenith angles less than 60°. For larger

zenith angles, positive polarization may be produced by single scattering of the

emitted unpolarized radiation from the surface as illustrated in Fig. lb. At the

cloud base, positive linear polarization is produced also due to the single

scattering of the emitted unpolarized radiation from the surface. When r, is

1/8, downward polarization can reach more than 1% at 8=60 °. When the cloud

optical depth increases, polarization that is produced by single scattering is

generally reduced. However, total polarization does not monotonically depend on

optical depth, because of the combined effect of radiances from the cloud and the

surface.

From Fig. 3a and c, it can be generally concluded that the upward

polarization at the top of clouds composed of randomly oriented ice crystals is

small, and for all practical purposes, the polarization can be neglected. In the

case of downward components, polarization emerged from the tropical cirrus is

greater than that emerged from the midlatitude and arctic cirrus by about one

order of magnitude as shown in Fig. 3b and d. This feature can be explained as

follows: First, consider only a cirrus cloud without an underlying surface. The

degree of linear polarization at cloud boundaries is slightly negative and

independent of the cloud temperature. This is because the effect of cloud

temperature is canceled out in the denominator and numerator of -Q/I. Second,

we add a surface below a thin cirrus. The total polarization is largely affected

by the single scatcering of surface-emitted radiation by ice crystals.

Generally, single-scattered radiation has positive linear polarization as pointed

out previously. The temperature difference between the surface and the cloud in

the case of tropical cirrus is greater than that for the midlatitude and arctic



I

6 I
cirrus. As a result, the tropical cirrus shows more intense positive

polarization than the midlatitude and arctic cirrus. Downward polarization for

water clouds will also be small due to smaller differences between surface and

cloud temperatures.

Radiance and polarization patterns have also been calculated for ice plates

with an aspect ratio of 20/20 (pm/pm). Computed results are close to those for

ice columns with an aspect ratio of 120/60 (pm/pm). The radiance and degree of

linear polarization at the cirrus cloud boundaries depend more significantly on

the difference between the surface and cloud temperatures than on the cloud

particle size and shape. Downward infrared polarization at the cloud base in the I
case of tropical cirrus can reach more than 1%, which is greater than that for

the cases of midlatitude and arctic cirrus by about one order of magnitude. At

he wavelength of 10 pm, optical depths of air molecules and aerosols are small. 3
Thus, detection of the tropical subvisual cirrus may be possible by measuring

eownward polarization at zenith angles (-f 60°-70* from the surface. This I
possibility will be explored in our future research efforts. The effects of

,orizontal orientation of ice crystals and the associated anisotropic emission

on infrared polarization are also subjects for further investigation.
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Figure Captions

Fig. 1 (a) Scattering phase function and (b) degree of linear polarization I
for randomly oriented hexagonal ice crystals of L/2a - 120/60

(pm/pm) and the area equivalent Mie spheres at A - 10 pm.

Fig. 2 Radiances as a function of zenith/nadir angles on the boundaries of

cirrus clouds in the three atmospheric profiles in the cases of (a)

and (b) rc-i and (c) and (d) rc-4. I
Fig. 3 Degree of linear polarization as a function of zenith/nadir angles

on the boundaries of cirrus clouds in the three atmospheric profiles

in the cases of (a) and (b) rc-l and (c) and (d) rc-4. U
I
I
I
I
I
I
I
I
I
I
I



Table 1. Cloud and surface temperature and cloud heights for three
atmospheric profiles.

Cloud Cloud Surface
Profile Height (km) Temperature, Tc (K) Temperature, T, (K)

Tropical -15.0 200 300

Midlatitude Winter -8.0 230 272

Arctic Winter -6.5 227 257
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